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This article presents a reduced-order modeling approach for simulation and control
of viscous incompressible flows. The reduced-order models suitable for control and
which capture the essential physics are developed using the reduced-basis method.
The so-called Lagrange approach is used to define reduced bases and the basis func-
tions in this approach are obtained from the numerical solutions. The feasibility of this
method for flow control is demonstrated on boundary control problems in closed cav-
ity and in wall-bounded channel flows. Control action is effected through boundary
surface movement on a part of the solid wall. Our formulation of the reduced-order
method applied to flow control problems leads to a constrained minimization prob-
lem and is solved by applying Newton-like methods to the necessary conditions of
optimality. Through our computational experiments we demonstrate the feasibility
and applicability of the reduced-order method for simulation and control of fluid
flows. c© 1998 Academic Press
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1. INTRODUCTION

Control problems that involve partial differential equations as state equations are
formidable problems to solve in real time. One such situation arises in control of fluid
dynamical systems in which the state equations are the Navier–Stokes equations; see, e.g.
[2–4, 6–8, 16] for works on fluid flow control.

In this article, we discuss a reduction-type method which may help to overcome this
difficulty. This method, called the reduced-basis method, uses functions as basis functions
which are closely related to the problem that is being solved. This is in contrast to the
traditional numerical methods such as the finite difference method which uses grid functions
as basis functions or the finite elements method which uses piecewise polynomials for this
purpose.

We will use the so-called Lagrange approach to generate basis functions in our simulation
and control discussions. In the Lagrange approach one uses solutions of the problem at
various parameter values as basis functions. We will also briefly discuss another approach
called the Hermite approach which uses solutions and their first derivatives at various
parameter values as basis functions. Finally, we mention the Taylor approach in which one
uses solutions at a point, along with their derivatives as basis functions.

The reduced basis has been applied to structural mechanics problems with considerable
success, see [1, 11–14]. Its use for high Reynolds number fluid flow calculation has been
shown; see [15].

Our goal here is first to test and validate the reduced-basis method for fluid flow simula-
tions. Then we use the resulting reduced-order model for control problems in fluid flows.
We will investigate both steady and unsteady flows and demonstrate the feasibility of the
reduced-order model for simulation and control of fluid flows by performing computations
on cavity, backward-facing-step channel flow, and forward-facing-step channel flow. An
optimal control problem is first formulated and then this problem is approximated by the
reduced-basis method. The resulting reduced-order control problem is solved for the con-
trol. As a consequence the computed control provides a suboptimal control to the original
optimal control problem. Our numerical results indicate that the control computed this
way can indeed give very good performance when applied to the original optimal control
problem.

1.1 Reduced basis subspaces.In order to illustrate the reduced-basis method, we as-
sume for ease in exposition that we are dealing with nonlinear dynamics about stable
equilibrium points. Consider the parameterized stationary problem

E (y, µ) = 0 for µ ∈ R, y ∈ X, (1.1)

whereµ represents some physical parameter, for example, a Reynolds number or viscosity,
about which we choose to interpolate to obtain a reduced-finite-dimensional set of basis
elements. In standard finite element approximations, one approximates X with a piecewise
polynomial space. However, the choices for the reduced basis method are different.
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The Lagrange subspace.In this case, the basis elements are solutions of the nonlinear
problem under study at various parameter valuesµ j . The reduced subspace is given by

XR = span{y j | y j = y(µ j ), j = 1, . . . , M}.

This kind of subspace was used to study structural problems in [1]. A possible advantage in
this choice is that updating the basis elements can be done one basis vector at a time instead
of generating the whole space.

The Hermite subspace.In this case the basis elements are solutions and their first deriva-
tives at various parameter valuesµ j . The reduced subspace is given by

XR = span

{
y j = y(µ j ) and

∂y

∂µ

∣∣∣∣
µ=µ j

, j = 1, . . . , M̃

}
.

The Taylor subspace.In this case, one assumes at some value ofµ, sayµ∗, the solution
is known and it hasM derivatives. Then the reduced basis subspaceXR is defined as

XR = span

{
yj | yj = ∂ j y

∂µ j

∣∣∣∣
µ=µ∗

, j = 0, . . . , M

}
,

wherey j is obtained from successive differentiation of (1.1). This choice has been exten-
sively used in the literature; see e.g. [11, 12] for structural analysis problems and [15] for
high Reynolds number steady state fluid flow calculations.

In our calculations, we only employ Lagrange and Hermite approaches due to the follow-
ing reasons. The equation which is solved to findyj in the Taylor approach can be ill-posed
and one cannot continue to use the same basis elements generated at fixed parameterµ∗ to
compute solutions when the parameter of interest is away from it.

2. THE REDUCED BASIS METHOD FOR VISCOUS FLOWS

In this section we formulate the reduced-basis method for viscous incompressible flows
modeled by the Navier–Stokes equations. The Navier–Stokes equations, when written in
primitive variables, are

ut − ν1u + u · ∇u + ∇ p = f in Ä × (0, T ], (2.1)

∇ · u = 0 in Ä × (0, T ], (2.2)

u = b on0 × [0, T ], (2.3)

u(0, x) = u0(x) in Ä, (2.4)

whereu(t, x) and p(t, x) denote the velocity and pressure, respectively,f(t, x) is the body
force per unit mass,ν is the kinematic viscosity, andu0 is the initial velocity. Furthermore,
T is a positive constant,b is the boundary velocity, andÄ is a bounded region inR2 whose
boundary is0.

We choose a variational formulation and finite element method to approximate
(2.1)–(2.4), but other methods can also be used with the reduced-basis method. Casting
(2.1)–(2.4) in appropriate variational form requires the introduction of some notations.
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2.1. Notations

We denote byL2(Ä) the collection of square-integrable functions defined onÄ and we
denote the associated norm by‖ · ‖0. Let

H1(Ä) =
{

v ∈ L2(Ä) :
∂v

∂xi
∈ L2(Ä) for i = 1, 2

}
,

H1
0 (Ä) = {v ∈ H1 : v|∂Ä = 0},

L2
0(Ä) =

{
q ∈ L2(Ä) :

∫
Ä

q dÄ = 0

}
.

We define the standard bilinear and trilinear forms associated with the Navier–Stokes prob-
lem,

a(u, v) =
∫

Ä

∇u : ∇v dÄ for all u, v ∈ H1(Ä);

here the colon notation stands for the scalar product onR2×2,

b(u, q) = −
∫

Ä

q∇ · u dÄ for all u ∈ H1(Ä) ∀q ∈ L2(Ä)

and

c(u, v, w) =
∫

Ä

(u · ∇)v · w dÄ for all u, v, w ∈ H1(Ä).

For givenb ∈ H1/2(0) and the boundary condition

u = b on0 with
∫

0

b · n d0 = 0,

we define

Vb = {u ∈ H1(Ä) : u = b on0, b ∈ H1/2(0)}.

We now summarize some properties of these linear forms. We have the coercivity relations
associated witha(·, ·),

a(u, u) = ‖∇u‖2
0 ≥ C0‖u‖2

1 for all u ∈ H1
0(Ä)

which is a direct consequence of Poincar´e inequality. The formsa(·, ·), b(·, ·), andc(·, ·, ·)
are all continuous; in particular, we have

|c(u, v, w)| ≤ C1‖u‖1‖v‖1‖w‖1.

The bilinear formb(·, ·) satisfies the following inf-sup condition:

inf
q∈L2

0(Ä)

sup
v∈H1

0(Ä)

∫
Ä

q∇ · v dÄ ≥ C2‖q‖ ‖v‖1.
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2.2. Variational Formulation.

We derive a variational formulation of the problem (2.1)–(2.4) by multiplying both sides
of (2.1) and (2.2) byv ∈ H1

0(Ä) andq ∈ L2(Ä), respectively, and applying the divergence
theorem. The variational problem becomes
Find u ∈ L2(0, T; Vb) and p∈ L2(0, T; L2

0(Ä)) such that

(ut , v) + 1

Re
a(u, v) + c(u, u, v) + b(v, p) = (f, v) for all v ∈ H1

0(Ä), (2.5)

b(u, q) = 0 for all q ∈ L2
0(Ä), (2.6)

and

u(0, x) = u0(x) for x ∈ Ä.

A typical finite element approximation of (2.5)–(2.6) is to seek solutionsuh(t, ·) ∈ Vh
b ⊂ Vb

and ph(t, ·) ∈ Sh
0 ⊂ L2

0(Ä),

(
uh

t , vh
)+ 1

Re
a(uh, vh) + c(uh, uh, vh) + b(vh, ph) = (f, vh) for all vh ∈ Vh

0 (2.7)

and

b(uh, qh) = 0 for all qh ∈ Sh
0 , (2.8)

whereVh
0 ⊂ H1

0(Ä) andSh
0 ⊂ L2

0(Ä) are approximating finite element subspaces, and we
are settingRe = 1/ν which is the Reynolds number; i.e., the variables are appropriately
nondimensionalized. We will denote the solution of the finite-dimensional equations (2.7)–
(2.8) at a fixed timeti by uh(ti , ·) and ph(ti , ·). Further details regarding the notations and
formulation given in the last two sections can be found in [17].

2.3. The Reduced-Basis Method and Reduced-Order Model

In this section, we will present the reduced-basis method and the reduced-order model
for viscous flows.

2.3.1. Case I: Steady state.Let us illustrate the derivation of a reduced-order model
using the Lagrange basis elements using the formalism and terminology used in [15, 5].
Let the Lagrange basis elements{φφi } be given byφφi = uh. One can generate such basis
elements by solving

1

Re
a(uh, vh) + c(uh, uh, vh) + b(vh, ph) = (f, vh) for all vh ∈ Vh

0 (2.9)

and

b(uh, qh) = 0 for all qh ∈ Sh
0 (2.10)

for different values of parameterµ, whereµ = Re. Thus, given a set of values for the
Reynolds number{µi : i = 1, 2, 3, ....M}, we solve (2.9)–(2.10)M times to determine the
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set{ûm : m = 1, . . . , M}, whereûi = uh(µi ). We then set

VM = span{ûi : i = 1, ...., M} ⊂ Vh.

We next briefly describe theHermite approachin this setting. Letui = u(µi ) ∈ Vh and
u′

i = (∂uh/∂µ)(µi ) ∈ Vh
0; then solve

1

µi
a(u′

i , vh) + c(u′
i , u0, vh) + c(u0, u′

i , vh) + b(vh, p′
i ) = 1

µ2
i

a(ui , vh) for all vh ∈ Vh
0

and

b(u′
i , qh) = 0 for all qh ∈ Sh

0

to obtainu′
i . We then set

V M = span{ui , u′
i : i = 1, . . . , M}.

Once we have a set of reduced basis functions we write thereduced-order modelin the
form: seekuM ∈ VM ⊂ Vh such that

1

Re
a(uM , vM) + c(uM , uM , vM) = (f, vM) for all vM ∈ VM

0 , (2.11)

whereVm
0 = Vm ∩ Vh

0. Note that, by constructionuM automatically satisfies (2.10) and,
due to the global support of the reduced-basis elements, the system (2.11) is equivalent to
a dense lower order nonlinear system of equations as opposed to the system (2.9)–(2.10)
which is a sparse nonlinear system due to the local support of the basis. Our computational
experiments and the other computations reported in the references mentioned earlier seem
to indicate that an accurate approximation can be obtained for a large range of parameter
values using 5 to 10 basis elements. Therefore, although the resulting reduced-order model
is dense, it is small compared to the sparse but large systems that result from the standard
basis functions.

2.3.2. Case II: Time-dependent state.Let us illustrate the derivation of a reduced-
order model using the Lagrange basis elements. Let the Lagrange basis elements{φφi }
be given byφφi = uh(ti , ·). We can generate such basis elements by using the implicit
Euler method with appropriate step size to integrate (2.7) in time, and then we select
the discrete time solution{ûi } at a given set of values{ti }, i = 1, . . . , M . We then obtain
VR = span{ûi : i = 1, . . . , M}. Due to the nonhomogeneous boundary condition, we have
that the reduced-basis subspaceVR consists of the trial and test functions, where the test
functions inVR

0 = VR ∩ Vh
0 satisfy the homogeneous boundary condition. Once we have a

set of reduced-basis functions we write thereduced-order modelin the form: seekuM(t, ·) ∈
VM = span{ui : i = 1, . . . , M} ⊂ Vh such that

(
uM

t , vM
)+ 1

Re
(∇uM , ∇vM) + (uM · ∇uM , vM) = (f, vM) for all vM ∈ VM

0 , (2.12)

(uM , vM)0 = (ub, vM)0 for all vM ∈ VM |0, (2.13)
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and

(u(0, x), vM) = (u0(x), vM) for all vM ∈ VM
0 , (2.14)

whereVM
0 = VM ∩ Vh

0.

3. COMPUTATIONS OF THE REDUCED ORDER MODEL

In this section we will test the performance of reduced-order model (2.11) in two well-
known test problems in fluid flows, namely driven cavity flow and backward-facing-step
channel flow. We will demonstrate via these tests that the reduced-basis method can be
used, not only in the interpolary mode, but also in the extrapolary mode with very few basis
elements. Let us first consider the stationary case.

3.1. Stationary Driven Cavity Problem

The problem we are about to describe is a classical driven cavity flow. Various researchers
have studied this problem computationally using a variety of methods and formulations.
We can think of this as a fluid-filled cavity bounded by rigid walls atx = 0, x = 1, y = 0,
and a top wall that is moving with unit speed. We consider, of course, a two-dimensional
situation. The domain is divided into rectangles and we further divide each rectangle into
triangles. Then we choose quadratic polynomials defined on these triangles to approximate
velocity fields, and for the approximation of pressure we choose linear polynomials defined
on the same triangles.

In all our computations reported in this article, we define the Reynolds number asRe=
V · L/ν. In the driven cavity problem,V = top surface velocity,L = cavity dimension,
ν = kinematic viscosity of the fluid. We assume throughout the simulations thatV = 1,
L = 1, and henceRe= 1/ν.

The computation using the reduced-basis method is done by first selecting basis elements
and then defining test functions and trial functions such that they are linearly independent
and the test functions satisfy homogeneous boundary conditions. We generate basis ele-
ments{ui }M

i =1 ⊂ VM for the reduced-order model by computing the solutions atM different
Reynolds numbers to the full steady state Navier–Stokes equations,

1

Re
a(uh, vh) + c(uh, uh, vh) + b(vh, ph) = (f, vh) for all vh ∈ Vh

0, (3.1)

b(uh, qh) = 0 for allqh ∈ Sh
0 , (3.2)

andu = (1, 0) on the top boundary and everywhere else on the boundary no slip boundary
conditions are assumed.

Given the basis elements{u}M
i =1, the reduced-order solutionuh is formed by setting

uM =
M∑

i =1

αi φφi , (3.3)

whereφφi = ui +1 − ui , i = 1, 2, . . . , M − 1, andφφM = uM . We further takeαM = 1 so that
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FIG. 1. Schematic of driven cavity.

the boundary conditions are satisfied. The solutionuM is computed from

1

Re
a(uM , vM) + c(uM , uM , vM) = (f, vM) for all vM ∈ VM

0 , (3.4)

whereVM
0 = span{φφi : i = 1, . . . , M − 1} is the span of the test functions.

Let us rewrite (3.4) using the representation (3.3) withαi ∈ R. Using (3.3) and taking
vM = φφ j , j = 1, . . . , M − 1, in (3.4), we get forj = 1, ..., M − 1

1

Re

M−1∑
i =1

αi (∇φφi , ∇φφ j ) +
(

M−1∑
i =1

αi φφi · ∇
M−1∑
k=1

αkφφk, φφ j

)
= (f, φφ j ),

or equivalently, the following nonlinear algebraic equations

Aα+αtNα = F, (3.5)

where the stiffness matrixA = (Ai j ), the forcing termF = (Fi ) andα = (αi ),

Ai j = 1

Re
(∇φφi , ∇φφ j ),

Fi = (F, φφi ).

Moreover, the quadratic formαtNα corresponds to the trilinear form in (2.5) restricted
to the reduced basis spaceVR and is given by(αtNα)i = αtPiα, wherePi ∈ RM×M is
defined by

(Pi )kl = (φφk · ∇φφl , φφi ).



          

A REDUCED-ORDER METHOD 411

FIG. 2. Reduced solution with 4 basis:Re= 1200.

We choose the basis elements for the reduced-order model (3.5) by computing the lid-
driven cavity flow at Reynolds numbers, 100, 300, 500, 700, and 900. The computations
are done with a 29× 29 nonuniform mesh. Our goal here is to show one can use the
reduced-basis method in an extrapolary mode and still get reasonable results. We choose
the Reynolds numbers to be 1200 and 1500 and compare the reduced-order model solution
with the solution to the full model at those Reynolds numbers.

The nonlinear algebraic equations (3.5) were solved using the Newton’s iterative method.
The computed solutions of the driven cavity flow atRe= 1200 using the reduced-order
model and the full model are in good agreement, (see Figs. 2–3). We also studied the
effects of the number of basis elements used in the reduced-order model. Thel2-norm
difference between the reduced and full solution is given in Tables 1–2 and a comparison of
u-velocity along the vertical centerline of the cavity is given in Figs. 4–5. They all indicate
that the reduced-basis method can, in fact, give very good results, even in the extrapolary

FIG. 3. Solution to full system:Re= 1200.
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TABLE 1

l2 Difference of Solutions atRe = 1200

Basis elements 2 3 4 5

|ur − u f |2 .3989 .06913 .0600 .04322

mode and with few elements. Similar results have been reported in [15] using the Taylor
approach.

Finally, we turn to a comparison study of the Lagrange approach versus the Hermite
approach. The basis elements for the Lagrange approach were selected at Reynolds numbers
100, 300, 500, and 700, and for the Hermite approach they were selected at 300 and 700. The
comparison was carried out by computing the driven cavity flow at Reynolds number 1200.
For the Hermite approach the test function selection isφφ1 = u700 − u300, φφ2 = 300u′|300,
andφφ3 = 700u′|700. The solution is then sought as

u = u700 +
3∑

i =1

αi φφi

and then the nonlinear algebraic equations (3.5) were solved using the Newton iterative
method.

Figure 6 shows theu-velocity at the vertical centerline of the cavity using the Hermite and
Lagrange approaches. Thel2-norm difference between the full solution and the reduced-
basis solution using these two approaches are|ul −u f |2 = 0.0889 and|uh−u f |2 = 0.0766,
whereul is the solution obtained using the Lagrange approach anduh is that obtained using
the Hermite approach. According to our comparison with the driven cavity problem, the
performance of the Hermite approach is better than that of Lagrange.

3.2. Unsteady Channel Problem

We demonstrate the feasibility of the reduced-basis method in unsteady problems by
studying the channel flow past a backward-facing step. This problem has been extensively
studied both experimentally and computationally. A schematic of the geometry is given in
Fig. 13. The height of the inflow boundary is 0.5 and that of the outflow boundary is 1. The
length of the narrower section of the channel is 1 and that of wider section of the channel
is 7 (the total horizontal length is 8). We choose the viscosity constantν = 1/1000. At the
inflow we assume the flow is parabolic and we takeu(y) = ui = 8(y − 0.5)(1 − y). At
the outflow boundary, we again assume the flow is parabolic andu = uo = y(1 − y). The
prescribed body forcef is chosen to be zero.

Triangular finite elements are chosen to discretize the domain. This choice is natural
since we use a nonuniform mesh with local refinements around the corner of the step and

TABLE 2

l2 Difference between Solutions atRe = 1500

Basis elements 2 3 4 5

|ur − u f |2 .5504 .0729 .0698 .0545



              

A REDUCED-ORDER METHOD 413

FIG. 4. Comparison of reduced basis solution to full solution atRe= 1200.

near the top of the no-slip wall. The velocity and pressure are approximated by piecewise
quadratic and piecewise linear polynomials, respectively.

We generate basis elements{ui }M
i =1 ⊂ VM for the reduced-order model by computing the

solutions atM different times for the full unsteady Navier–Stokes equations:

(
∂

∂t
uh, vh

)
+ 1

Re
a(uh, vh) + c(uh, uh, vh) + b(vh, ph) = (f, vh) for all vh ∈ Vh

0 (3.6)

b(uh, qh) = 0 for allqh ∈ Sh
0 , (3.7)

and we assume fully developed flow at the inflow and outflow boundary. Everywhere else
on the boundary the no-slip boundary condition is assumed.

FIG. 5. Comparison of reduced basis solution to full solution atRe= 1500.
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FIG. 6. Comparison of Hemite solution to Lagrange solution with 4 basis elements atRe= 1200.

Given the basis elements{ui }M
i =1, the reduced-order solutionuM is formed by setting

uM(t) =
M∑

i =1

αi (t)φφi , (3.8)

whereφφi = ui +1 − ui , i = 1, 2, . . . , M − 1, andφφM = uM . We further takeαM = 1 so
that the boundary conditions are satisfied. The solutionuM is computed from

(
∂

∂t
uM , vM

)
+ 1

Re
a(uM , vM) + c(uM , uM , vM) = (f, vM) for all vM ∈ VM

0 , (3.9)

whereVM
0 = span{φφi : i = 1, . . . , M − 1} is the span of the test functions.

Let us rewrite (3.9) using the representation (3.8) withαi (t) ∈ R. Using (3.8) and taking
vR = φφ j , j = 1, . . . , M − 1, in (3.9), we get forj = 1, . . . , M − 1 andt ∈ I

M−1∑
i =1

α̇i (t)(φφi , φφ j ) + 1

Re

M−1∑
i =1

αi (t)(∇φφi , ∇φφ j ) +
(

M−1∑
i =1

αi (t)φφi · ∇
M−1∑
k=1

αk(t)φφk, φφ j

)

= (f, φφ j ),

M−1∑
i =1

αi (0)(φφi , φφ j ) = (u0, φφ j ),

or equivalently, the nonlinear ordinary differential equations

Mα̇(t) +Aα(t) +αtNα = F(t),
(3.10)

Mα(0) = U0,

where the mass matrixM=(Mi j ), the stiffness matrixA=(Ai j ), the forcing termF =(Fi ),



                   

A REDUCED-ORDER METHOD 415

FIG. 7. Full solution whent = 10 andRe= 1000.

α = (αi ), and the initial conditionU0 = (U0
i ):

Mi j = (φφi , φφ j ),

Ai j = 1

Re
(∇φφi , ∇φφ j ),

Fi (t) = (F(t), φφi ),

U0
i = (u0, φφi ).

We selected{ti } at 11 time instances between 1 and 11 for the basis element generation in
the construction of (3.10). Then the initial value problem for the nonlinear ODE (3.10) was
solved using the implicit Euler method for the time discretization with the time step 10−3

and the Newton iterative method. The computational domain was divided into triangles with
a refined grid near the flow separation. Our computational experiments on the backward
facing step channel flow and on unsteady cavity flow (not reported here) indicate the clear
and promising ability of the reduced-order model in predicting the dynamics of fluid flows.
Figures 7–8 are the channel flow computations with the full model and the reduced-order
model at timet = 10, respectively.

4. CONTROL OF REDUCED ORDER MODEL

In this section, we will formulate some optimal control problems in fluid flows using
boundary surface movement as the control mechanism. We define reduced-order control
problems using the reduced-basis method and the reduced-order models developed in the
previous sections. The resulting reduced-order control problems are then solved via the
necessary conditions of optimality by applying Newton’s method.

In order to develop the framework for the application of the reduced-basis method for
the control of fluid flows, let us first formulate an optimal control problem:

MinimizeJ (u, g) (4.1)

subject to

− 1

Re
1u + u · ∇u + ∇ p = f in Ä, (4.2)

∇ · u = 0 in Ä, (4.3)

u|01 = b, (4.4)

FIG. 8. Reduced basis solution whent = 10 andRe= 1000.
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and

u|02 = gτ . (4.5)

We discuss the boundary control problem and, thus, the body forcef is fixed. The function
g is the control input that influences the flow through the movement of part of the boundary
02, the functionb is a fixed boundary value on01, andτ is a unit tangential vector. We
note here that this control mechanism is nondestructive in the sense that no mass is added
to the system.

A variational form of (4.2)–(4.5) is defined in the unsteady setting as:

Find u ∈ Vb and p∈ L2
0(Ä) such that

1

Re
a(u, v) + c(u, u, v) + b(v, p) = (f, v) for all v ∈ H1

0(Ä) (4.6)

and

b(u, q) = 0 for all q ∈ L2
0(Ä). (4.7)

We will study two control problems that are cast in the framework of (4.1)–(4.5):

(C1) The cavity control problem with the cost function

J (u) =
∫

Ä

|u − ud|2 dÄ.

(C2) The channel control problem with the cost function

J (u) =
∫

Ä

|∇ × u|2 dÄ.

Regarding the set of admissible controlsg, we assume that the setU of admissible
controlsg is closed and bounded inR.

Defining the set

S = {u ∈ H1(Ä) : g ∈ U , u satisfies (4.2)–(4.5)},

we have the following theorem regarding the existence of optimal control (see, e.g. [3, 4,
6, 7, 16] for a detailed discussions on this topic).

THEOREM 4.1. SupposeU is compact. Then S is bounded inH1(Ä) and the control
problems(C1) and(C2) have solutions.

Proof. An outline of the proof follows. First we define appropriate extensionsu1 andu2

to the boundary values (4.4) and (4.5), respectively, and redefine (4.2)–(4.5) with a change
of variableu = v + gu1 + u2 such that the velocityv now satisfies homogeneous boundary
values. The next step is to estimate the terms in the variational form of (4.2)–(4.5) using the
coercivity and continuity properties of the bilinear and trilinear forms and the antisymmetry
property of the trilinear form.

The second assertion follows from the observation that the cost functionals are weakly
sequentially lower semicontinuous and bounded below by zero, the solution setSis bounded
in a Hilbert spaceH1(Ä), the setU is compact, andH1(Ä) is compactly embedded in
L4(Ä). Then, if we take a minimizing sequence(un, gn) ∈ S× U , there is a limit (u∗, g∗)
to this sequence and the limit is in fact a minimum to the control problem.
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To solve the control problems, we will use constrained minimization techniques based
on the necessary condition of optimality. Let us first derive the necessary conditions of
optimality for our control problems. To facilitate the forthcoming discussion we cast the
control problems in the abstract setting:For (u, g) ∈ H1

0(Ä) × U

Minimize J (u, g)

subject to G(u, p, g) = 0 andH(u) = 0,

whereG(u, p, g) = 0 now represents the Navier–Stokes constraint (4.6) andH(u = 0) is
the divergence-free condition (4.7). Then the Lagrangian can be written as

L(v, p, g, λ, σ ) = J (u, g) + < λ,G(u, p, g) > + < σ,H(u) >,

whereu = v + gu1 + u2 andλ andσ are Lagrange multipliers. The existence of Lagrange
multipliers is guaranteed by the regular point condition; i.e., the linearized constraint is
surjective. Before discussing the regular point condition further, let us define the variational
form of the gradient of the constraints. Given(χ, q, h) ∈ H1

0(Ä) × L2
0(Ä) × R,

< Ψ,G ′(u, g)(χ, q, h) > + < r,H′(u)(χ) > = 1

Re
a(χ+ hu1,Ψ) + c(χ+ hu1, u,Ψ)

+ c(u,χ+ hu1,Ψ) + b(q,Ψ)

+ b(χ+ hu1, r )

for all (Ψ, r ) ∈ H1
0(Ä) × L2

0(Ä). We then have the following equivalent solvability condi-
tion for the regular point condition:

SettingΦ = χ+ hu1 the solvability condition can be written as: givens ∈ H−1(Ä) find
Φ ∈ H1(Ä) andr ∈ L2

0(Ä) such that

1

Re
a(Φ,Ψ) + c(Φ, u,Ψ) + c(u,Φ,Ψ) + b(Ψ, r ) = < s,Ψ > for all Ψ ∈ H1

0(Ä)

and

b(Φ, q) = 0 for all q ∈ L2
0(Ä).

The solvability of this system can be shown at least when the data are small. Next as a
result of the regular point condition [10], we have

THEOREM4.2. Suppose the regular point condition is satisfied. Then we obtain the first-
order necessary condition for(v, p, g,λ, σ ) ∈ H1

0(Ä) × L2
0(Ä) × R× H1

0(Ä) × L2
0(Ä)

∂L
∂v

(χ) = 1

Re
a(λ,χ) + c(χ, u,λ) + c(u,χ,λ) + b(χ, σ )

+ <J ′(u),χ> = 0 for all χ ∈ H1
0(Ä), (4.8)

∂L
∂g

= a(u1,λ) + c(u, u1,λ) + c(u1, u,λ) + b(u1, σ )+ < J ′(u), u1 > = 0, (4.9)
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and

∂L
∂p

(q) = b(λ, q) = 0 for all q ∈ L2
0(Ä). (4.10)

The system (4.6)–(4.10) characterizes the optimal control and optimal states and we call
this the optimality system.

4.1. Reduced-Order Control Problem

Using the notations and the framework introduced in Section 3, we can cast the control
problems (C1) and (C2) in the generalreduced-order control formulation

MinimizeJ (x) =
(

1

2
xtQx − x · d + c

)
subject to

A x + xtN x = 0,

wherex = (α, u)T is the state. Moreover, for the control problem (C1)

Qi, j = (φφi , φφ j ), di = (ud, φφi ), c = 1

2
|ud|2

and for the control problem (C2)

Qi, j = (∇ × φφi , ∇ × φφ j ), di = c = 0.

Following the derivation of the optimality system given for the optimal control problem
(4.1)–(4.5), one can derive an optimality system for the above reduced-order control problem
(PR). In the numerical simulations we report in the sequel we solve the optimality system
corresponding to the reduced-order control problem (PR) by applying Newton’s method.

4.2. Control of Driven Cavity Flow

In this section we formulate and numerically solve a control problem in a driven cavity
using the reduced-basis method. The problem is that of finding the bottom surface velocity
g such that the fluid velocityu is driven to a desired stateud. This control problem can be
cast as a minimization problem with the cost function

J (u) =
∫

Ä

|u − ud|2 dÄ

and subject to the constraint that the fluid obeys the equation of motion, whereud is the
desired velocity field.

The geometry of the problem and the finite element approximations have already been
discussed in Section 3.1. Replacing the cost function in (C1) in the abstract problem, the
control problem for the driven cavity is written as

MinimizeJ (u) =
∫

Ä

|u − ud|2 dÄ (4.11)
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FIG. 9. Schematic of controlled driven cavity.

subject to

1

Re
a(u, v) + c(u, u, v) + b(v, p) = (f, v) for all v ∈ H1

0(Ä) (4.12)

and

b(u, q) = 0 for allq ∈ L2
0(Ä), (4.13)

u |0top = (U top, 0), u |0bot= (g, 0), u |0side= (0, 0),

whereU top, g are top and bottom surface velocities, respectively. We wish to find the control
inputg such that the flow matches as close as possible the desired flowud. The top velocity
is fixed throughout the problem. Figure 9 gives the physical domain and the boundary
conditions.

Using the reduced-basis method, the control problem (4.11)–(4.13) is first approximated
by a reduced-order control problem of the form (PR). In order to achieve this, basis ele-
ments are computed with the boundary conditions described in Table 3. The test functions
{φφ1, φφ2} are chosen so that they have zero boundary conditions. The trial functionφφ3 = u4

corresponds to the control force satisfyingφφ3|0bot 6= 0 and it satisfies the zero boundary
conditions everywhere else. Then we seek the solution as

uM = u1 + gu4 +
2∑

i =1

αi φφi ,

TABLE 3

Wall Velocities for Basis Vector Generation

Basis elements u1 u2 u3 u4

Top wall velocity 1 1 1 0
Bottom wall velocity 0 1 −1 1
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FIG. 10. Desired velocity field atRe= 500.

whereg is the control (tangential velocity at the boundary),φφ1 = u2 − u1 − u4, andφφ2 =
u3 − u1 + u4. We takeVM

0 = span{φφ1, φφ2}.
The computation of the optimal control for the reduced-order control problem is carried

out in two steps: First the necessary conditions of the optimality system (4.6)–(4.10) are
derived for the reduced-order control problem. Then this system is solved by applying
Newton’s method. As a consequence, the calculated control in general provides asuboptimal
control to the original control problem (4.11)–(4.13). The computations for this problem
were done with 29× 29 nonuniform mesh and the Reynolds number was 500(ν = 1/500).
The top wall velocity is taken to beU top = 1 and the desired velocityud is computed with
the bottom wall moving at one-half of the top wall velocity. We get controlgopt = 0.4806
in four Newton iterations and the corresponding boundary velocity therefore is 0.4806. The
resulting flow field is given in Fig. 11. We also carried out computations to find the flow
field corresponding to the optimal control input computed from the reduced-order model
which is given in Fig. 12. They all are in good agreement with the desired flow field given
in Fig. 10.

FIG. 11. Controlled velocity field atRe= 500.
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FIG. 12. Cavity flow with optimal control input atRe= 500.

4.3. Control of Channel Flows

In this section, we consider the problem of control of the channel flows. We will consider
two different geometrical configurations, namely the forward-facing step and the backward-
facing step. Schematics of these geometries are given in Fig. 13 and Fig. 17. The aim is to
shape the flow to a desired configuration by means of controlled movement of the boundary
along some part of the boundary. In this work we consider the minimization of vorticity in
the flow. Thus, we consider the cost functional

J (u) =
∫

Ä

|∇ × u|2 dÄ,

whereω = ∇ × u is the vorticity. The control problem for the channel is posed in the form

MinimizeJ (u) =
∫

Ä

|∇ × u|2 dÄ (4.14)

subject to

1

Re
a(u, v) + c(u, u, v) + b(v, p) = (f, v) for all v ∈ H1

0(Ä), (4.15)

b(u, q) = 0 for allq ∈ L2
0(Ä), (4.16)

u|01 = b, and u|02 = gτ ,

where02 is part of the boundary where the boundary surface is moving (control input)
and02 is the rest of the boundary. Thenb ∈ H1/2(0) corresponds to the inflow, outflow

FIG. 13. Schematic of controlled backward-facing-step channel.
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boundary conditions and zero boundary conditions at the walls. Also,g is the magnitude
of the boundary surface velocity. In the following we will consider two channel geometries
and in each of them our choice of control portion02 is not the only one possible. Our
particular choice is motivated by the fact that if one wants maximum influence in the flow,
then the control has to be applied in that vicinity.

4.3.1. Case I: Backward-facing-step channel flow.First we consider a control problem
in a backward-facing-step channel flow. We assume that the inflow and outflow are parabolic
as elaborated in Section 3.2. Figure 15 qualitatively demonstrates the situation for a high
Reynolds number. As mentioned previously, the aim is to shape the flow to a desired
configuration by controlled boundary movement. A desirable flow, of course, depends on
the situation in which the flow occurs. Here our objective is to remove the recirculation that
occurs in the corner region. Thus, the control portion02 is taken to be the line segment
betweeny = 0 andy = 0.5 at x = 1, where we note that atx = 1 is where the channel
changes its cross section area. Also, we takeτ = (1, 0); that is, the movement of the wall
is vertical and thusg∈R completely determines the control input.

Using the reduced-basis method, the control problem (4.14)–(4.16) is first approximated
by a reduced-order control problem of the form (PR). In order to achieve this, basis ele-
ments are computed with the boundary conditions described in Table 4. The test functions
{φφ1, . . . , φφ4} are chosen so that they have zero boundary conditions. The trial functionφφ5

corresponds to the control force such thatφφ5|01 = 0 andφφ5|02 6= 0. Then we set

u = u1 + gφφ5 +
4∑

i =1

αi φφi ,

whereφφ1 = u3 − 2u2 + u1, φφ2 = u4 − 3u2 + 2u1, φφ3 = u5 − 4u2 + 3u1, φφ4 = u6 − 5u2 +
4u1,andφφ5 = u6−u1. The reduced-order control problem was solved by applying Newton’s
method to the corresponding optimality system. Then, for the vorticity cost functional (C2),
with the Reynolds number 200(ν = 1/200), we obtain the optimal controlgopt = 0.2601
in five Newton iterations and the corresponding optimal boundary velocity therefore is
−0.13005. The resulting flow is shown in Fig. 14. We also simulated the flow corresponding
to the optimal control computed from the reduced-order model and the result is shown in
Fig. 16. The results show significant reduction in the corner circulation.

4.3.2. Case II: Forward-facing-step channel flow.The second case we investigate is
the control of forward-facing-step channel flow. We assume that the inflow and outflow are
parabolic withu(y) = ui = y(1−y/3)/3 andu(y) = uo = 3(3−y)(y−1)/8, respectively.
Figure 18 qualitatively demonstrates the situation for a high Reynolds number. Out objective
in this case is to remove the recirculation that occurs on the top of the step.

Using the reduced-basis method, the control problem (4.14)–(4.16) is first approximated
by a reduced-order control problem of the form(PR). In order to achieve this, basis ele-
ments are computed with the boundary conditions described in Table 5. The test functions

TABLE 4

Wall Velocities for Basis Vector Generation

Basis elements u1 u2 u3 u4 u5 U6

Wall velocity 0 −0.1 −0.2 −0.3 −0.4 −0.5
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FIG. 14. Controlled velocity field atRe= 200.

FIG. 15. Uncontrolled velocity field atRe= 200.

FIG. 16. Channel flow with optimal control input atRe= 200.

FIG. 17. Schematic of controlled forward-facing-step channel.

FIG. 18. Uncontrolled velocity field atRe= 1000.
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TABLE 5

Wall Velocities for Basis Vector Generation

Basis elements u1 u2 u3 u4 u5 u6

Wall velocity 0 0.1 0.15 0.2 0.25 0.3

{φφ1, . . . , φφ4} are chosen so that they have zero boundary conditions. The trial functionφφ5

corresponds to the control force such thatφφ5|01 = 0 andφφ5|02 6= 0. Then we set

u = u1 + gφφ5 +
4∑

i =1

αi φφi ,

whereφφ1 = u6 −3u2 + 2u1, φφ2 = u6 −2u3 + u1, φφ3 = u6 −1.5u4 + 0.5u1, φφ4 = u6 −1.2u5

+ 0.2u1, andφφ5 = u6 − u1.
We take the control region to be the line segment betweenx = 1 andx = 5 aty = 3. Here

we note that aty = 3 is where the channel changes its cross section area. Also, we take
τ = (1, 0), that is, the movement of the wall is horizontal and, like in the previous case,
g ∈ R completely determines the control input.

Then, for the vorticity cost(C2), with the Reynolds number 1000(ν = 1/1000), we obtain
the optimal controlgopt = 0.3041 in 17 Newton iterations and the corresponding optimal
boundary velocity therefore is 0.09120. The resulting flow is shown in Fig. 19. We also
simulated the flow corresponding to the optimal control computed from the reduced-order
model and the result is shown in Fig. 20. The results show significant reduction in the corner
circulation.

5. CONCLUSION

In this article we have presented a reduced-order modeling approach for simulation and
control of viscous incompressible flows. The reduced-order models suitable for control
and which capture the essential physics were developed using the reduced-basis method.
Numerical simulations performed on the reduced-order model demonstrated that it can
be used, not only in the interpolary, but also in the extrapolary mode. Feasibility of the
reduced-order method for flow control was demonstrated on two boundary control problems
using boundary surface movement as a control mechanism. Through our computational

FIG. 19. Controlled channel flow atRe= 1000.
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FIG. 20. Channel flow with optimal control input atRe= 1000.

experiments we have demonstrated the feasibility and applicability of the reduced-order
method for simulation and control of fluid flows.
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